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Abstract 

The dynamics of auditory stream segregation were evaluated using repeating triplets 

composed of pure tones or the syllable /ba/. Stimuli differed in frequency (tones) or fundamental 

frequency (speech) by 4, 6, 8, or 10 semitones, and the standard frequency was either 250 Hz 

(tones and speech) or 400 Hz (tones). Twenty normal-hearing adults participated. For both tones 

and speech, a two-stream percept became more likely as frequency separation increased. 

Perceptual organization for speech tended to be more integrated and less stable compared to 

tones. Results suggest that prior data patterns observed with tones in this paradigm may 

generalize to speech stimuli. 
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1. Introduction 

Successful communication in competitive listening environments, such as a crowded 

restaurant, requires the use of auditory scene analysis to disambiguate the combined auditory 

information. This analysis allows the listener to group together successive sounds that share 

acoustic properties to form auditory objects or ‘streams’ (Bregman, 1990). In ambiguous 

listening conditions, where sounds from different sources are perceptually similar, adults 

experience a delay in the formation of a segregated percept, as well as instability of that percept, 

when compared to listening conditions where sounds are perceptually distinct (Deike et al., 

2015; Thompson et al., 2011). The prolonged build-up of auditory stream segregation is known 

to affect speech recognition in adults with normal hearing and hearing loss (Best et al., 2008, 

2018), but little is known about auditory scene stability as it relates to speech perception. The 

combination of perceptual build-up of stream segregation and auditory scene stability might 

prove useful in characterizing challenges experienced by populations with known difficulties 

understanding speech in complex acoustic environments (e.g., children, older listeners, and 

listeners with hearing loss). 

It has long been argued that, at the initial encounter with the auditory environment, the 

auditory scene is perceived as a single, albeit complex, auditory object (Anstis & Saida, 1985; 

Bregman, 1978; Micheyl et al., 2005). Over time, the listener is thought to collect evidence about 

statistical regularities of the auditory scene (Bregman, 1978) and adapt to the stimuli present in 

the combined signal (Anstis & Saida, 1985; Micheyl et al., 2005), such that segregation of the 

component streams builds up over time. The time required to segregate streams within an 

auditory scene is faster for sounds that are perceptually distinct (e.g., large frequency 

differences) than for those that are perceptually similar (Anstis & Saida, 1985; Carlyon et al., 
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2001; Cusack et al., 2004; van Noorden, 1975). This process is often studied using a paradigm of 

repeating tone triplets, where a pair of tones (A and B) is presented in the sequence 

ABA_ABA_ABA_, etc. Listeners are asked whether they hear a single stream with a galloping 

rhythm or two separate streams. The classic result is that stimuli are heard as one stream if A and 

B are close in frequency, but the galloping percept is lost and the tones separate into two streams 

when the frequencies of A and B are more disparate (Anstis & Saida, 1985; van Noorden, 1975). 

Therefore, the dominant perception (one vs two streams) is systematically related to stimulus 

features (Carlyon et al., 2001; Cusack et al., 2004). 

Contrary to the long-standing view that stream segregation builds up over time, Deike 

and colleagues (2012) found no evidence of a single-object initial perception. Instead, they argue 

that perceptual build-up to segregation only occurs for ambiguous stimuli. When presented with 

an ambiguous auditory scene, listeners often report changes in their percept over time even when 

stimulus parameters are stable (Deike et al., 2015; Denham et al., 2012). These seemingly 

unprovoked changes in scene analysis have been described extensively for visual perception (see 

Alais & Blake, 2005) but are less well understood for the alternating, or bi-stable, auditory scene 

(Hupé & Pressnitzer, 2012; Pressnitzer & Hupé, 2006; Rankin et al., 2015). Compared to stable 

percepts, bistability has been characterized in terms of a more prolonged delay to initial 

perceptual decision (initial decision time), shorter duration of this first percept (first-percept 

inertia), and more frequent switches between the two visual/auditory images/streams (switch-

rate; Deike et al., 2015; Hupé & Rubin, 2003; Pressnitzer & Hupé, 2006). Similar to the 

dominant one- vs two-stream perception discussed above, the listener’s initial perception (first-

percept bias) is related to stimulus characteristics such as frequency separation. That is, larger 
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frequency separations between streams are associated with a bias toward an initial two-stream 

percept (Deike et al., 2012).   

One challenge in generalizing published results from psychophysical studies of auditory 

streaming (e.g., the ABA_ paradigm) to real-world listening is that psychophysical studies have 

typically used pure tones (e.g., Cusack et al., 2004) or harmonic tone complexes (e.g., Deike et 

al., 2012) rather than natural speech. Some previous work has evaluated the effect of 

fundamental frequency (F0) on streaming of vowel and consonant-vowel stimuli (e.g., David et 

al., 2017; Gaudrain et al., 2012). Results of these two studies are generally consistent with the 

idea that differences in F0 support segregation; however, these studies used several speech 

tokens in contrast to the repeating stimuli of the classic, tonal ABA_ paradigm. Furthermore, 

tasks used in this previous work relied on cues that were either distributed across streams or 

contained within a single stream, promoting either intentional integration or segregation of 

auditory streams, respectively. Given the differences between prior studies of streaming using 

tones vs. speech, it is unclear the extent to which auditory streaming of tones in the ABA_ 

paradigm generalize to speech.  

Another difference between previous research on streaming for pure tones and for speech 

is that tonal stimuli used in auditory streaming paradigms are typically higher in frequency than 

the F0s of speech (Hillenbrand et al., 1995). Therefore, one objective of the current research was 

to determine whether auditory streaming in the ABA_ paradigm depends on the standard 

frequency (i.e., Tone B). The present study compared results for pure tones with a 400-Hz 

standard, as used previously by others (Carlyon et al., 2001; Cusack et al., 2004), to results 

obtained with a 250-Hz standard, which corresponds to a typical F0 for a female talker 

(Hillenbrand et al., 1995). Although it is unclear whether frequency affects streaming in 
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undirected listening, previous results indicate no effect of standard frequency when participants 

are asked to maintain auditory stream segregation (Rose & Moore, 2000). Based on this result, 

we predicted no effect of standard frequency on pure-tone streaming with undirected listening.  

Another objective of this research was to directly compare auditory streaming patterns 

obtained using pure-tone and speech tokens. We are unaware of any study that has directly 

compared auditory streaming in the repeating triplet ABA_ paradigm using these different 

stimulus types. To that end, we compared auditory streaming performance for the 250-Hz 

standard tone and a recording of /ba/ produced by a female talker with a standard F0 of 250 Hz. 

Because similarity across multiple spectral and temporal features is known to reduce segregation 

(Cusack & Roberts, 2004; Moore & Gockel, 2012), we hypothesized that the effect of frequency 

separation on auditory stream segregation would be smaller for speech stimuli when compared to 

pure tone stimuli.  Derived variables used to better understand streaming over time for these two 

stimuli included build-up of perceptual stream segregation (i.e., probability of segregated percept 

over time), and measures of auditory scene stability (i.e., initial decision time, first-percept bias, 

first-percept inertia, and switch-rate).  

 

2. Methods 

 

Listeners were young adults (18-31 yrs, mean = 24.8 yrs, n=20) with pure-tone thresholds 

20 dB HL or less from 250-8000 Hz, bilaterally. Participants reported no formal musical training 

and all but two were native speakers of English.  

Tones or speech syllables were presented using an ABA_ pattern. The standard B 

stimulus was either a 400-Hz tone, a 250-Hz tone, or the speech syllable /ba/ with an F0 of 250 
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Hz. Condition names reflect this B standard. Stimulus frequency was parametrically manipulated 

for A stimuli. Those frequencies were approximately 4, 6, 8, or 10 semitones (ST) above the B 

stimulus frequency (314, 358, 402, and 465 Hz for the 250-Hz standard; 502, 572, 643, and 744 

Hz for the 400-Hz standard). The speech F0 was manipulated in Praat (Boersma & Weenink, 

2016). Each tone burst or speech syllable was 120 ms in duration, with 20-ms raised-cosine 

attack and decay ramps. The silent epoch between ABA triplets, denoted as _, was also 120 ms. 

The ABA_ pattern was repeated 40 times to create an approximately 20-s sequence that was 

expected to be perceived as a single stream (galloping rhythm) or two separate streams presented 

at the same time. Examples of the 4-ST and 10-ST speech conditions are provided as 

supplementary matrial.1 Effects of standard frequency on auditory streaming were evaluated by 

comparing results for the 400-Hz tone and 250-Hz tone conditions, and effects of stimulus type 

on auditory streaming were evaluated by comparing results for the 250-Hz tone and the speech 

conditions. 

A custom Matlab (MathWorks) script was used to control this experiment – sequences 

were routed through a real-time processor (RP2, TDT) and presented to the left ear via a 

Sennheiser HD25 headphone at 65 dB SPL. Prior to each 20-s run, participants heard three 

stimuli, each representing streams that they might hear during the run. Each of these example 

stimuli were presented along with graphics illustrating either (1) a single stream, represented by 

a galloping horse (ABA_), or (2) two segregated streams, one represented by a frog (_B_ _), and 

the other represented by a pair of birds (A_A_).2 To ensure that the left-to-right order of cartoon 

illustrations on the screen did not create a bias toward a specific perception, thirteen participants 

were tested with the horse on the left side of the screen, and seven were tested with the horse on 

the right. During testing, participants used the touch-screen interface to select whether they heard 
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one stream (horse) or two streams (frog and birds), making additional selections whenever the 

percept changed. To characterize changes in perception over time, participant responses were 

sampled once every 0.48 s, at the end of each ABA_ sequence. All data were initially coded as 

‘undecided’ prior to the participant’s initial response. After the first response, the absence of a 

response at any given sample time point was taken as evidence of no change since the previous 

response. Percept reports (undecided, one stream, two streams) and the corresponding response 

times were saved for later analysis.  

Participants completed 10 runs per frequency separation (4, 6, 8, or 10 ST between A and 

B) for each stimulus condition (400-Hz tone, 250-Hz tone, and speech with a 250-Hz F0). Data 

were collected in six blocks (two per stimulus condition); each block included five runs at each 

of the four frequency separations, all for the same stimulus condition. The order of blocks and 

the order of runs within a block were randomized. Testing was completed in a double-walled 

sound booth in one visit lasting approximately 1.5 hours. All procedures were approved by the 

Biomedical IRB at the University of North Carolina at Chapel Hill. Data were analyzed in the R 

programming environment (R Core Team, 2013). A generalized linear mixed-effects model 

(lme4; Bates et al., 2015) was used to evaluate changes in perception over time. All reported p-

values are two-tailed. A bootstrapping data resampling procedure with replacement (n = 1000) 

was used to visualize the effects of frequency separation and stimulus condition on derived 

variables.  
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3. Results 

 Figure 1 shows the median probability of a two-stream response as a function of time for 

each frequency separation and stimulus condition. Shaded areas represent the 25th to the 75th 

percentiles, and the size of the symbols represent the number of responses obtained across 

participants at each point in time. Note that the symbol size varies the most over the first five 

seconds, representing the time span over which initial perceptions were reported. For direct 

comparison, the median values for all three stimuli are plotted together in the right-most column. 

This plot indicates a positive association between a two-stream percept and spectral separation of 

the A and B streams, and broadly similar results for the Tone 400 and Tone 250 stimuli. The 

two-stream percept at large spectral separations was less consistent for the Speech than the Tone 

250 stimuli. 

These observations were evaluated statistically using a generalized linear mixed-effects 

model with a binomial link function. Because two contrasts were of interest – Tone 250 vs Tone 

400 and Tone 250 vs Speech – a single model was constructed with Tone 250 stimulus condition 

acting as the reference condition. The initial model included fixed effects of time point (in 0.48-s 

bins), frequency separation (in ST), stimulus condition, and all associated two- and three-way 

interactions; run number was also included as a fixed effect, and there was a random intercept for 

participant. The three-way interaction was not significant (p = 0.504), so that effect was dropped 

from the final model. Results of this analysis are reported in Table 1. All effects in this model 

were significant apart from the non-significant main effect of Tone 400 (p = 0.863) and non-

significant interaction between time point and Tone 400 (p = 0.886). The only significant effect 

including Tone 400 stimuli was the interaction with frequency separation (p = 0.001); this 

reflects a trend for more two-stream reports with the Tone 400 than the Tone 250 stimulus at 
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small frequency separations.  In contrast, all three effects including the Speech stimulus were 

significant, including the main effect, the interaction with time point, and the interaction with 

frequency separation (p ≤ 0.007). Compared to the Tone 250 stimulus, these effects reflect fewer 

two-stream reports for the Speech stimulus, particularly for the large frequency separations and 

at later time points. The significant effect of run number (p < 0.001) indicates a reduction in the 

number of two-stream percepts over the course of the experiment. 

Figure 1. Median probability of a two-stream response as a function of time for each stimulus 

condition (Columns 1-3) and frequency separation condition (Rows 1-4). Shaded regions 

represent 25th and 75th quartiles. Symbol size is representative of the number of responses 

obtained across participants at each time point. Column 4 shows median probabilities overlaid 

for the three stimulus conditions. 
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Table 1. Output of a linear mixed-effects model with a binomial link function. The 
probability of a two-stream percept was the dependent variable.  There was a random 
intercept for each subject. 

 

 Estimate Std. Error z value p 

Intercept -1.57 0.282 -5.58 <0.001 

Time point 0.015 0.003 5.45 <0.001 

Frequency separation 0.49 0.012 41.6 <0.001 

Stimulus condition: Tone 400 0.014 0.083 0.17 0.863 

Stimulus condition: Speech 0.50 0.078 6.38 <0.001 

Run number -0.021 0.003 -7.08 <0.001 

Time point x Frequency separation -0.004 <0.001 -9.47 <0.001 

Time point x Tone 400 <0.001 0.002 -0.14 0.886 

Time point x Speech -0.005 0.002 -2.71 0.007 

Frequency separation x Tone 400 0.036 0.011 3.33 0.001 

Frequency separation x Speech -0.15 0.010 -15.39 <0.001 

 

Ninety-five percent confidence intervals derived using a bootstrap resampling procedure 

were computed for initial decision time, first-percept bias, first-percept inertia, and switch-rate. 

Figure 2 shows estimated median and 95% confidence intervals for the Tone 250 and Speech 

stimulus conditions at each frequency separation. In general, increases in frequency separation 

were associated with shorter initial decision time, increased bias for an initial two-stream 

percept, and longer first-percept inertia. Number of perceptual switches varied nonmonotonically 

across frequency separation, with higher switch-rates recorded for intermediate frequency 

separations. Comparisons of confidence intervals reveal that Speech stimuli elicited shorter 
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initial percept durations and more perceptual switches than Tone 250 stimuli. First-percept bias 

toward reporting a two-stream initial percept was less likely for Speech stimuli than Tone 250 

stimuli at larger frequency separations. Confidence intervals for these four measures of auditory 

scene stability overlapped at every frequency separation for the Tone 250 and Tone 400 stimulus 

conditions (not shown).  

Figure 2. Median and 95% confidence intervals estimated based on bootstrapped resampling of 

initial decision time, first-percept bias, first-percept inertia, and switch-rate for each frequency 

separation in the Tone 250 and Speech stimulus conditions. (Color online) 

4. Discussion 

The purpose of this study was to evaluate the effect of standard frequency for pure-tone 

stimuli (400 Hz vs 250 Hz) and stimulus type (pure tone vs speech syllable) on the dynamics of 

auditory stream segregation. Within these two stimulus comparisons, we assessed the effect of 

stimulus frequency separation on traditional characterization of the build-up of perceptual stream 

segregation (i.e., probability of a two-stream percept over time) and on measures of auditory 

scene stability (i.e., initial decision time, first-percept bias, first-percept inertia, and switch-rate).  

  Auditory stream stability and perceptual change over time was largely consistent when 

the stimulus was a pure tone with a standard frequency of 400 or 250 Hz. For both standard 
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frequencies, as frequency separation increased, the time to initial perceptual decision was 

reduced, the likelihood of a two-stream percept increased, the duration of the first percept 

lengthened, and fewer perceptual switches were reported. There was a modest difference 

between Tone 250 and Tone 400 stimuli with respect to the effect of frequency separation, 

although that could be a main effect “masked” by ceiling effects (i.e., segregation approaching 

100% at 10 ST). Taken together, these results suggest similar patterns of auditory stream stability 

and perceptual change over time despite differences in standard frequency, consistent with 

previous data from a task that encouraged directed listening (Rose & Moore, 2000). 

 The tone and speech stimuli with a 250-Hz standard produced broadly similar results, but 

there were several notable differences. For both stimuli, increased frequency separation was 

associated with reductions in the time to an initial perceptual decision, increases in the likelihood 

of an initially segregated perceptual organization, and greater persistence of the initial percept. 

Systematic changes in the number of perceptual switches across frequency were observed for 

both stimulus conditions. Speech stimuli were more likely to be heard as one stream initially at 

large frequency separations, and auditory organization was less stable over time when compared 

to tone stimuli. Additionally, patterns of perception over time varied between speech and tone 

stimuli, as results show an increased tendency for speech stimuli to be integrated into a single 

stream over time when compared to tonal stimuli. This is particularly apparent in the 10, 8, and 6 

ST conditions (see Figure 1).  

Novel findings of the current study support the idea that some but not all aspects of the 

traditional psychophysical findings obtained with tones in the ABA_ paradigm generalize to 

speech stimuli. Together, these results suggest that streaming of speech stimuli may be more 

ambiguous than tone stimuli with comparable frequency separation. This increased ambiguity 
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with speech stimuli is a potentially important area for future research, as previous studies have 

suggested that perceptual ambiguity measured using a streaming task might be associated with 

the higher task demands required to disambiguate the uncertain auditory scene (Deike et al., 

2015; Dolležal et al., 2014).  

Our finding that speech stimuli are more likely to be heard as one stream than tone 

stimuli could also be attributed to the particular speech stimuli that were used. Because both A 

and B speech tokens used here were produced by one talker, features of that talker’s voice (e.g., 

timbre) could have introduced a bias for a one-stream percept. This would be consistent with 

results of Cusack and Roberts (2000), who found that differences in timbre between tokens 

facilitate stream segregation. Future research is needed using speech tokens recorded from 

different talkers to evaluate if the speech-specific ambiguity and tendency to integrate speech 

streams over time persists under multi-talker listening conditions.  

Evaluation of stream segregation has historically assumed that the listener always begins 

with an integrated percept, and that the perception of segregation builds up over time (Anstis & 

Saida, 1985; Bregman, 1978; Micheyl et al., 2005). This assumption was challenged by Deike 

(2012) who showed that initial perceptions of one or two streams were dependent upon 

frequency separation. Our findings align with those of Deike (2012), in that there was a strong 

effect of frequency separation on first-percept bias and a tendency for the initially-segregated 

percepts to be integrated into a single stream over time. In the case of the initially-segregated 

percepts at large frequency separations, it is possible that participants in this study did, in fact, 

experience a brief, one-stream percept initially, but then experienced a switch to a segregated 

perceptual organization prior to making their initial response. If this were the case, earlier initial 

decision times might be expected when reporting a single-stream perception in comparison with 
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those obtained for reports of a two-stream percept, as the listener would be primed to report a 

one-stream percept if a single-stream bias was present. Supplemental data analysis failed to find 

evidence for this pattern of results; instead, we found that initial decision times were fastest for 

single-stream percepts when the frequency separation was small (e.g., 4 ST) and for two-stream 

percepts when the frequency separation was large (e.g., 10 ST).3  

 

5. Conclusion 

This study represents an intermediate step between the classical paradigm of repeating 

triplets and previous work that used natural speech stimuli to improve our understanding of the 

perceptual organization and stability of the auditory scene. Here, we evaluated the effects of 

standard frequency and stimulus type on auditory stream segregation by comparing results for 

pure tones at either 400 Hz or 250 Hz, and by comparing results for a 250-Hz pure tone with 

speech stimuli having a 250-Hz F0, respectively. The effect of pure-tone standard frequency on 

measures of auditory scene stability and perceptual change over time was negligible. The effect 

of frequency separation was generally similar for tonal and speech stimuli, but there was 

tendency for a more integrated and less-stable perceptual organization for speech stimuli. 

Additional research is needed to determine if aspects of perceptual organization evaluated with 

this paradigm are related to a listener’s ability to understand speech in complex, multi-source 

listening environments. 
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Textual footnotes 

1. See supplementary material at [URL will be inserted by AIP] for example stimuli and 

spectrograms illustrating the 4-ST and 10-ST speech conditions.  

2. This graphical interface was designed for use with children in future studies. 

3. See supplementary material at [URL will be inserted by AIP] for details of this analysis. 
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Supplementary Material.  
  

Initial decision times for one- and two-stream percepts as a function of frequency 

separation 

To explore the possibility of a brief, initial one-stream percept that preceded the initial 

decision, we used a multilevel mixed-effects linear regression model to quantitatively evaluate 

the effect of first-percept bias on initial decision time. Table 1 shows the model summary for the 

linear mixed-effects model with initial decision time as the dependent variable. Fixed effects 

included first-percept bias, frequency separation, stimulus condition, run number, and the 

interaction between first-percept bias and frequency separation. Results of this model indicate 

significant main effects of first-percept bias, frequency separation, and run number. The 

significant effect of run number indicates a reduction in initial decision times over the course of 

the experiment. A significant interaction was found between first-percept bias and frequency 

separation. Table 2 illustrates the nature of this interaction. Initial decision times were faster for 

one-stream percepts when the frequency separation was small (e.g., 4 ST) and for two-stream 

percepts when the frequency separation was large (e.g., 10 ST).   
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Table 1. Output of a linear mixed-effects model with initial decision time as the 

dependent variable. There was a random intercept for each subject. 

 

 Estimate Std. Error t value p 

Intercept 1.72 0.34 5.14 <0.001 

First-percept bias 0.54 0.17 3.16 0.002 

Frequency separation 0.11 0.047 2.43 0.015 

Stimulus condition: Tone 400 0.041 0.057 0.71 0.48 

Stimulus condition: Speech 0.090 0.058 1.57 0.12 

Run number -0.035 0.008 -4.27 <0.001 

First-percept bias x Frequency separation -0.10 0.026 -3.96 <0.001 
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Table 2. Marginal effects for initial decision times in sec by first-percept bias and frequency 

separation.  The standard error of each estimate is reported in parentheses. These effects are 

evaluated for Tone-250 and the mean value of run (5.5). 

 

 First-percept bias 

Frequency separation One-stream Two-stream 

4 ST 2.11 

(0.17) 

2.25 

(0.17) 

6 ST 2.14 

(0.17) 

2.06 

(0.16) 

8 ST 2.16 

(0.17) 

1.88 

(0.16) 

10 ST 2.18 

(0.19) 

1.69 

(0.16) 

 


